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Abstract 

 
In this paper, a motor gearbox fault-detection system based on a hierarchical flow-based model 
is proposed. The proposed system is used for the anomaly detection of a motion sound-based 
actuator module. The proposed flow-based model, which is a generative model, learns by 
directly modeling a data distribution function. As the objective function is the maximum 
likelihood value of the input data, the training is stable and simple to use for anomaly detection. 
The operation sound of a car’s side-view mirror motor is converted into a Mel-spectrogram 
image, consisting of a folding signal and an unfolding signal, and used as training data in this 
experiment. The proposed system is composed of an encoder and a decoder. The data extracted 
from the layer of the pretrained feature extractor are used as the decoder input data in the 
encoder. This information is used in the decoder by performing an interlayer cross-scale 
convolution operation. The experimental results indicate that the context information of 
various dimensions extracted from the interlayer hierarchical data improves the defect 
detection accuracy. This paper is notable because it uses acoustic data and a normalizing flow 
model to detect outliers based on the features of experimental data. 
 
 
Keywords: Motor gearbox, Operating sound, Mel-spectrogram, Anomaly Detection, 
Normalizing Flow, Hierarchical feature extraction. 
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1. Introduction 

Vehicles are made up of many different parts. If any of these components fail, the vehicle 
quality and performance will degrade. Defects in small parts may result in part failures, which, 
in turn, lead to significant financial loss, vehicle accidents, and even loss of lives. Therefore, 
the detection of defected parts is highly important. By exploiting the advances in artificial 
intelligence technology, various deep-learning-based defect detection technologies, which 
provide accurate and uniform defect detection, have been investigated. However, the 
occurrence frequency of abnormal samples is significantly lower than that of normal samples 
due to the nature of the manufacturing process. Also, the types of defects are diverse, and it is 
difficult to obtain training data. As a result, the detection problem is difficult to be approached 
as a classification problem based on supervised learning. Consequently, the manufacturing 
industry uses anomaly detection (AD). AD can efficiently learn from imbalanced data to 
distinguish between normal and abnormal parts [1].  

AD (or outlier detection (OD)) is the problem of identifying patterns in data that do not 
conform to an expected behavior [2]. It is a method for developing a model, which is based on 
training data. These data have different features than the existing data. This model identifies 
the data rather than the noise. OD has been applied to various fields, such as the internet of 
things (IoT) [3-4], defect detection of industrial equipment, medical diagnosis [5-8], and 
abnormal image analysis (CCTV image) [9].  

There are several research methods for AD. These include a network training method for 
reconstructing the characteristics of normal data [10], One-Class Classification Method [11- 
12], a feature matching method for distinguishing anomalies based on the feature distance or 
the probability distribution [13], and a method for directly predicting the probability values of 
test data using normalizing flow [14]. 

Among them, the AD technique, which uses normalizing flow, employs a generative flow 
model. By inversely transforming the continuous probability distribution function, the 
distribution of data can be obtained, and data loss becomes minimal. Furthermore, since the 
maximum likelihood of input data is used as the objective function, it is simple to use these 
data for AD. 

In this study, we use training data obtained from the sound of a small-actuator module 
installed in an automobile side-view mirror. Currently, during the manufacturing process, tests 
are conducted in a booth, where the noise is blocked by a person directly listening to the sound. 
Defects can be classified using this process. However, the difference between normal and 
defective operation sounds obtained from the small-actuator module is very small. 
Consequently, different inspectors may not be able to distinguish these sounds, not even an 
experienced inspector. The training data used in this study have the drawback that the ground 
truth is not clear because of the different ways humans distinguish normal from abnormal 
signals and classify them. In this study, the features of the training data are examined, and an 
outlier identification model based on these features is proposed. The operation sound of the 
small-actuator module is converted into a Mel-spectrogram image and used as training data. 
A generative model based OD system using normalizing flow is proposed. 

The proposed system is composed of an encoder and a decoder. Image data of various sizes 
are used as an input to the pretrained feature extractor in the encoder. Then, from the middle 
layer of the feature extractor, features of varying sizes are hierarchically extracted and used as 
input data in the decoder. 
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The contributions of this study are as follows: 
 The training data used in this study are the operation sound signals of a small-actuator 

module of an automobile side-view mirror. 
 The characteristics of the sound data collected for the experiment are examined and 

preprocessed. An AD method, which is based on analytical features, is also proposed. 
This method uses a novel flow-based generative model. 

 In the layering stage of the feature extractor, the AD performance can be improved 
using the hierarchically extracted features and the size variation of the input image. 

This paper is organized as follows. In section 2, related studies, such as the change of 
variables theorem, the concept of normalizing flow, and the flow-based generative model, are 
presented. The structure of the proposed model, which consists of an encoder and a decoder, 
is described in section 3. The characteristics and preprocessing methods used in the experiment 
for the operation sound data of the side-view mirror motor are described in section 4. In section 
5, the performance evaluation results of the proposed AD model are presented. The 
experimental results, limitations, and future challenges of the proposed AD model are 
summarized in section 6. 

2. Related studies 

2.1 Change of Variables Theorem  
Flow-based generative models estimate probability distributions based on the normalizing 
flow technique (described in subsection 2.2), which is performed by employing variable 
cleanup changes. The change of variable theorem is a method used to simplify problems, 
where the original variable is replaced by a function of another variable or multiple variables. 
 

 When an invertible function 𝑓𝑓  is defined as in Equation (1), the probability distribution for 
the probability variable 𝑌𝑌  can be transformed into a probability distribution for the probability 
variable 𝑋𝑋  as in Equation (2). 
By introducing the logarithmic function to both sides of Equation (2), a change of variables 
can be derived, as shown in Equation (3). 
𝑓𝑓  is a function from 𝑅𝑅𝑑𝑑 → 𝑅𝑅𝑑𝑑 . 𝑅𝑅𝑑𝑑  denotes a d-dimensional range.  𝑃𝑃𝑋𝑋 represents the 

probability distribution for the random variable x, and 𝑃𝑃𝑌𝑌 represents the probability 
distribution for the random variable y.  

 

2.2 Normalizing Flow  
The flow-based generative model applies the invertible function 𝑓𝑓𝑖𝑖(∙) to the latent variable 𝑧𝑧 
to model the random variable for the given data x by employing the change of variables 
theorem. In other words, it is possible to model complex probability distributions by 
calculating 𝑓𝑓 with inverse functions in any easy-to-find distribution 𝑧𝑧.  

 𝑓𝑓:𝑅𝑅𝑑𝑑 → 𝑅𝑅𝑑𝑑        , 𝑌𝑌 = 𝑓𝑓(𝑋𝑋),         𝑋𝑋 = 𝑓𝑓−1(𝑌𝑌) (1) 

 𝑃𝑃𝑌𝑌(𝑦𝑦) =  𝑃𝑃𝑋𝑋�𝑓𝑓−1(𝑦𝑦)� �𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑓𝑓−1

𝑑𝑑𝑑𝑑
�  =  𝑃𝑃𝑥𝑥(𝑥𝑥) �det (

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

)−1� =  𝑃𝑃𝑥𝑥(𝑥𝑥) �𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
�
−1

 (2) 

 𝑙𝑙𝑙𝑙𝑙𝑙𝑃𝑃𝑌𝑌(𝑦𝑦) = 𝑙𝑙𝑙𝑙𝑙𝑙𝑃𝑃𝑥𝑥(𝑥𝑥) − 𝑙𝑙𝑙𝑙𝑙𝑙 �𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
� (3) 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 6, June 2023                                     1519 

 
As shown in Equation (4), the transformation process of the latent variable 𝑧𝑧𝑖𝑖 =  𝑓𝑓𝑖𝑖(𝑧𝑧𝑖𝑖−1) is 
called the flow. Also, as shown in Equation (5), the entire variable transformation process for 
modeling the data 𝑥𝑥 is performed. Collectively, it is defined as normalizing flow. During the 
training of the flow-based generative model, the process maximizes 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥) in Equation (5). 
Also, the process of calculating the Jacobian determinant of the variable transformation 
function 𝑓𝑓𝑖𝑖(∙) is included. If the Jacobian determinant becomes complex, the computation load 
increases, and the computation speed decreases. Therefore, the variable invertible function 𝑓𝑓𝑖𝑖(∙
) is modeled in a form that is easy to obtain the Jacobian determinant.  
𝑧𝑧𝐾𝐾 represents 𝑘𝑘 latent variables, 𝑓𝑓𝑘𝑘(∙) means the reversible transform function when i = k. And  
𝑃𝑃(𝑥𝑥) is probability distribution. 

2.3 Flow-based generative model 
A flow-based deep-learning generative model directly models the probability distribution 
𝑃𝑃(𝑥𝑥). That is, the objective function of the model, 𝐿𝐿(𝐷𝐷) can be obtained as a negative log-
likelihood for the training data D, as shown below: 
 

 
To calculate Equation (6), P(x) must be transformed into an inverse function, and a variable 
transformation function of a form that is easy to obtain the Jacobian determinant must be 
formulated. For this purpose, the additive coupling layer, which is the most basic form of the 
bipartite flow series generative model [15], was proposed. The artificial neural network is 
learned by stacking layers, as shown in Equation (7). The part converted by 𝑚𝑚(∙)is crossed 
layer by layer to enable the modeling of all the dimensions of data X, where 𝑚𝑚(∙) means a 
complex function, and 𝑥𝑥1 and 𝑥𝑥2  are values obtained by splitting the input X. 

 

 
In [16], an affine coupling layer that divides D-dimensional data X into 𝑥𝑥1,  𝑥𝑥2 and computes 
them was represented.  

 

 𝑥𝑥 =  𝑧𝑧𝐾𝐾  =  𝑓𝑓𝐾𝐾 ◦ 𝑓𝑓𝐾𝐾−1  ◦ … .◦ 𝑓𝑓1(𝑧𝑧0) (4) 

 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥)  =  𝑙𝑙𝑙𝑙𝑙𝑙𝑃𝑃𝐾𝐾(𝑧𝑧𝐾𝐾)  =  𝑙𝑙𝑙𝑙𝑙𝑙𝑃𝑃0(𝑧𝑧0) −  �𝑙𝑙𝑙𝑙𝑙𝑙 �𝑑𝑑𝑑𝑑𝑑𝑑
𝜕𝜕𝑓𝑓𝑖𝑖
𝜕𝜕𝑧𝑧𝑖𝑖−1

�
𝐾𝐾

𝑖𝑖=1

 (5) 

 𝐿𝐿(𝐷𝐷) =  −
1

|𝐷𝐷| �𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥)
𝑥𝑥∈𝐷𝐷

 (6) 

 𝐿𝐿 �
𝑦𝑦1= 𝑥𝑥1

𝑦𝑦2= 𝑥𝑥2 + 𝑚𝑚(𝑥𝑥1)      ⇔      �
𝑥𝑥1=𝑦𝑦1

𝑥𝑥2= 𝑦𝑦2 − 𝑚𝑚(𝑦𝑦1) (7) 

 𝑥𝑥1 ∈  𝑅𝑅𝑑𝑑 ,       𝑥𝑥1 ∈  𝑅𝑅𝐷𝐷−𝑑𝑑,     𝑠𝑠, 𝑡𝑡 ∶  𝑅𝑅𝑑𝑑 → 𝑅𝑅𝐷𝐷−𝑑𝑑  

 �
𝑦𝑦1 =  𝑥𝑥1

𝑦𝑦2 =  𝑥𝑥2 ⊙ exp�𝑠𝑠(𝑥𝑥1)� + 𝑡𝑡(𝑥𝑥1) (8) 

 �
𝑥𝑥1 =  𝑦𝑦1

𝑥𝑥2 =  (𝑦𝑦2 − 𝑡𝑡(𝑦𝑦1)) ⊙ exp (−𝑠𝑠( 𝑦𝑦1)) (9) 
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s and t are learned using an artificial neural network, and the transformation function is 
defined by Equation (8). Therefore, the Jacobian determinant is expressed in the form of a 
lower trigonometric function, and the matrix operation of a triangular matrix can be easily 
calculated by multiplying the diagonal matrix. 
s and t stand for scale, translation and are functions from 𝑅𝑅𝑑𝑑 → 𝑅𝑅𝐷𝐷−𝑑𝑑(d < D). ⊙ represents 
element-wise product, 𝐼𝐼𝑑𝑑  means a d-dimensional identity matrix. 

3. Hierarchical Anomaly Detection Model  
As shown in Fig. 1, the proposed AD model consists of an encoder, which extracts input data 
features and a decoder, which is a normalizing flow part. 
 

Fig. 1. Overview of the proposed hierarchical anomaly detection model 

3.1 Encoder 
In this study, the feature extractor is a model based on a convolution neural network (CNN). 
This model was pretrained using ImageNet [17]. A receptive field is an efficient feature of a 
CNN-based encoder. Since abnormal data come in a variety of sizes and shapes that are not 
standardized, they must be processed using a receptive field. A CNN-based feature extractor 
is important in this process. The feature map has high resolution and low-level features such 
as edges, curves, and straight lines, close to the input layer. On the other hand, the feature map 
obtained from a deeper layer has low resolution and extracts high-level features, which can 
infer a class such as texture, pattern, or part of an object. As shown in Fig. 1, in this paper, the 
data are extracted from the middle layer by varying the feature size. These data are used as 
input data. The images used as encoder input data have the original size and 1/2 of the original 
size. These two images are fed into each feature extractor, and two features of varying sizes 
are hierarchically extracted from the intermediate layer of the feature extractor. Using channel 
concatenation, the second feature extracted from the original size image and the first feature 

 
 

𝐽𝐽 =  �
𝐼𝐼𝑑𝑑 𝑜𝑜
𝜕𝜕𝑦𝑦2
𝜕𝜕𝑥𝑥1

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(exp�𝑠𝑠(𝑥𝑥1)�)� (10) 
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extracted from the original ½-size image are combined into one feature. The decoder receives 
three features of varying sizes as inputs. 

3.2 Decoder  

Fig. 2. Architecture of one block inside the cross-scale flow 
  
In this paper, the cross-scale flow is used to process feature maps of different sizes that interact 
with each other. The cross-scale-flow method performs an extended affine transformation by 
employing the real valued non-volume preserving transformation (Real NVP) architecture [16] 
based on the coupling layer introduced in subsection 2.3. It internally divides each input tensor 
𝑦𝑦𝑖𝑖𝑖𝑖

(𝑖𝑖) equally into 𝑦𝑦𝑖𝑖𝑖𝑖,1
(𝑖𝑖)  and 𝑦𝑦𝑖𝑖𝑖𝑖,2

(𝑖𝑖) . This part calculates 𝑦𝑦𝑜𝑜𝑜𝑜𝑜𝑜,1
(𝑖𝑖) , 𝑦𝑦𝑜𝑜𝑜𝑜𝑜𝑜,2

(𝑖𝑖)  by regressing the element-
wise scale and the shift parameters applied successively to each of them to obtain the output. 
As shown in Fig. 2, the element-wise scale and shift parameters are estimated by combining 
the individual subnetwork  𝑟𝑟1and 𝑟𝑟2 of the blocks, which are divided into [𝑠𝑠1,   𝑡𝑡1] and [𝑠𝑠2,   𝑡𝑡2]. 
These can be expressed together, as shown in Equation (11), where 𝑠𝑠1  and 𝑠𝑠2  are scale 
parameters, and 𝑡𝑡1 and 𝑡𝑡2 are shift parameters. And ⊙ represents element-wise product. 
 

4. Data analysis 
In this study, the operation sound signals of a car’s side-view mirror motor were used as the 
experimental data. The external environmental sound may act as a hindrance factor in the 
analysis of the motion sound. Therefore, the recording was carried out in a recording studio 
equipped with soundproofing facilities to obtain accurate experimental data. The motor was 
fixed using a jig made to record the operation sound of the side-view mirror motor, and the 
acquired audio signal was saved in a wave format using a self-developed Python program. The 
motor consists of a normal motor and three types of abnormal motors. The motor sound has a 
total operation time of 7 seconds, including folding (3 seconds), unfolding (3 seconds), and an 
operation standby (1 second). The distinction between normal and defective motor gearboxes 
used in the experiment was determined by an experienced inspector working on the actual 

 
𝑦𝑦𝑜𝑜𝑜𝑜𝑜𝑜,2 =  𝑦𝑦𝑖𝑖𝑖𝑖,2 ⊙ 𝑒𝑒𝑟𝑟1𝑠𝑠1�𝑦𝑦𝑖𝑖𝑖𝑖,1� + 𝑟𝑟1𝑡𝑡1�𝑦𝑦𝑖𝑖𝑖𝑖,1� 

𝑦𝑦𝑜𝑜𝑜𝑜𝑜𝑜,1 =  𝑦𝑦𝑖𝑖𝑖𝑖,1 ⊙ 𝑒𝑒𝑟𝑟2𝑠𝑠2�𝑦𝑦𝑜𝑜𝑜𝑜𝑜𝑜,2� + 𝑟𝑟2𝑡𝑡2(𝑦𝑦𝑜𝑜𝑜𝑜𝑜𝑜,2) 
(11) 
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production line by directly listening to the operation sound. As shown in Table 1, a defect 
identification number was assigned according to the type of defect. 

Mel spectrograms of normal data and three types of abnormal data are shown in Fig. 3. 
Fig. 3 (a) shows the normal motor operation sound. Shaft misalignment noise, also known as 
Fault 1, is a bad rotational fricative noise caused by the rotation shaft of a gear not being 
precisely aligned. This is a 'buzzing' noise, as illustrated in Fig. 3 (b).  

Tooth scratch noise, classified as Fault 2, is a periodic bad friction noise caused by scratches 
in the slope of the toothed gear during rotation. Usually, it only happens once, when folding 
or unfolding the mirror. However, it can happen twice, when there are dents or ruptures in the 
toothed gear teeth. It can be identified as a periodic 'tick-tock' pattern, resulting in a regular 
noise form, as illustrated in Fig. 3 (c). 

Shaft thrust noise, also known as Fault 7, is a thrusting sound produced when a motor shaft 
hits the motor wall. A single 'click' noise is generated at the start of folding or unfolding, and 
it has a different pattern than the normal sound, as shown in Fig. 3 (d). The motion sound was 
saved in a wave file using a 44.1-kHz sampling rate and converted into a Mel-spectrogram 
image [18] using an audio library (torchaudio) of PyTorch. The training data were divided into 
folding and unfolding motion sounds. The option value of torchaudio was set to n_fft = 4096, 
win_length = 2048, hop_length = 250, and n_mels = 700 to create an image file size of 162 × 
375 pixels. The generated image files consisted of 327 normal data and 100 abnormal data, 
228 normal data for training and 99 normal data, and 100 abnormal data for testing.  

 
Table 1. Fault numbers of different noise types 

Fault No. Type of Noise 
1 Shaft misalignment noise 
2 Tooth scratch noise 
3 Shaft thrust noise 

Fig. 3. Waveform and Mel-spectrogram of car’s side view mirror operation sound,  
(a) Normal sound; (b) Fault 1 sound; (c) Fault 2 sound; (d) Fault 3 sound. 
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5. Experiments 

5.1 Experimental Setup 
The data used in the experiment were resized to 256 × 384 without cropping. The area-under-
the-receiver operating characteristic (AUROC) curve was used as an evaluation metric. The 
cross-scale flow included four blocks; the optimizer used was Adam [19], the learning rate 
was set to 2 × 10−4, the weight decay was set to 10−5, the batch size was set to 64, and the 
epoch was set to 240.  

The pretrained feature extractors used were Resnet 18 [20], WideResnet50 [21], 
MobileNetv3_Large [22], and MobileNetv3_Small [22]. The experiment was conducted three 
times, and the average values of the experimental results were obtained.  

5.2 Experimental Results 

5.2.1 Results according to the input data type 
To examine the effect of the hierarchical data extraction method on the performance of the 
defect detection system in the proposed model, three types of input data were used in the 
experiments.  

These data types can be classified according to the CS-Flow [23] method; a multiscale type 
with three different sizes of the input image, a multifeature type, which hierarchically extracts 
features of different sizes from the middle layer when a single-size data input passes through 
a feature extractor, and a hybrid type, which is a combination of the multiscale type and the 
multifeature type. The sizes used for the multiscale model were set to 256 × 384 pixels, 
128 × 192 pixels, and 64 × 96 pixels. The feature sizes used in the multifeature model were 
(32, 48), (16, 24), and (8, 12). The hybrid type input size was used by extracting features of 
(16, 24), (8, 12), and (4, 6) from 256 × 384 pixels and 128 × 192 pixels sized images.  

As shown in Table 2, the experimental results showed that the model that uses the hybrid 
type input data (by employing ResNet18 as a backbone) exhibits the highest performance. We 
observed that the performance of this model can be improved by employing the multifeature 
type rather than the multiscale type. However, by employing only the multifeature type, some 
performance degradation was observed compared to the hybrid type.  
 

Table 2. AUROC of our dataset for the proposed model according to the input data type and feature 
extractor 

Feature 
extractor 

Types of input data 

multiscale 
(CS-flow) 

multifeature hybrid 
(Ours) 

ResNet18 0.922 0.951 0.958 
WideResNet50 0.88 0.908 0.885 

MobileNetV3_L 0.923 0.940 0.943 
MobileNetV3_S 0.873 0.921 0.951 

 
A histogram illustrating the distribution of testing data according to the type of data used 
(multifeature, multiscale, and hybrid) using ResNet18 as a backbone is shown in Fig. 4. 

Fig. 4 (a) (multiscale type) shows that both the abnormal and normal data are widely spread, 
resulting in many overlapping parts. On the other hand, Fig. 4 (b) (multifeature type) shows 
that both the normal and abnormal data are well concentrated on one side. Fig. 4 (c) shows 
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that the distribution of normal data is narrowly saturated, and some overlapping sections are 
observed. However, both the normal and abnormal data are more widely separated than those 
in Fig. 4 (a), indicating that various outliers have been identified well. 
 

 Fig. 4. Distribution histogram according to types of input data  
 
Reducing the size of input data is similar to the pooling process in the CNN standard. This is 
like the subsampling process. As the parameters are reduced, the representation of the network 
is also reduced. Thus, overfitting can be suppressed. However, this may reduce the network 
confidence. Therefore, by employing only the multiscale type, the amount of information in 
the data decreases, and the network representation also decreases. Consequently, the data 
distribution diverges because the characteristics cannot be clearly expressed in the generated 
data. However, by employing the multifeature type, relatively few pooling processes are 
required because features are hierarchically selected at the intermediate stage of the layer. 
Therefore, various levels of low-dimensional and high-dimensional information are obtained, 
so that it is possible to learn both local and global information about the data. Thus, the data 
tend to be distributed in a convergent direction. However, in our data, there was little 
difference between normal and abnormal data. By employing the multifeature type, many 
overlapping parts in the normal distribution and the defective distribution can be observed. 
Therefore, a multiscale factor was added to separate the distribution of normal and abnormal 
data. The size of the input data was configured differently, and features were extracted and 
used from the middle layer of the layer. Hierarchically extracted data has features of various 
dimensions, and this process improved the accuracy of defect detection. 

The effect of the number of blocks on the performance was also investigated. As shown in 
Table 3, the experimental performance increases by employing up to four blocks. After that, 
it decreases. 

 
Table 3. AUROC of our dataset of the proposed model according to the number of blocks inside the 

cross-scale flow 
number of blocks 1 2 3 4 5 6 

AUROC 0.931 0.951 0.957 0.961 0.950 0.956 
 

5.2.2 Comparison results using MVTec AD 

Table 4 shows the results obtained when applying MVTec AD [24] data to the proposed model. 
The encoder backbone network was set to Resnet18, and the input image size was set to 256 
× 384, which is the same size used in our data images. 
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MVTec AD are data acquired through real industrial sensors for AD research. They contain 
15 classes, 3629 pieces of training data, and 1725 pieces of testing data. Since these data are 
created for research purposes, there are also images produced in artificial environments such 
as lighting environments. The abnormal image is created based on a real environment scenario, 
and the ground truth is clear. In contrast, in our data, the number of training data is smaller 
than that of MVTec AD, and there is little difference between normal and abnormal data. Also, 
since the ground truth was determined by the inspector, there may be a mixture of defects in 
the normal training dataset itself or a mixture of normal data in the bad testing dataset. 
Consequently, the performance of the MVTec AD with clear ground truth was higher than that 
in the experimental results of our data. The reason for the performance difference is the 
specificity of the dataset. 

However, it can be confirmed that the proposed model works well not only on our data but 
also on a public dataset, although its performance is not state-of-the-art (SOTA). 

 
Table 4. Comparison of AUROC result values according to input data types applying MVTec AD to 

the proposed model 
 

 Types of input data 

MVTec data type multiscale 
(CS-flow) multifeature hybrid 

(Ours) 
bottle 0.786 0.996 0.996 
cable 0.5 0.961 0.945 

capsule 0.866 0.920 0.9346 
carpet 0.707 0.882 0.7488 
grid 0.491 0.884 0.8287 

hazelnut 0.5 0.959 0.9686 
leather 0.687 0.999 1 

metal_nut 0.5 0.967 0.9531 
pill 0.591 0.920 0.8792 

screw 0.504 0.993 0.8856 
tile 0.708 0.968 0.9558 

toothbrush 0.870 0.798 0.8583 
transistor 0.538 0.904 0.9304 

wood 0.592 0.984 0.9825 
zipper 0.848 0.994 0.9945 

Average 0.645 0.941 0.924 
 

5.2.3 Comparison results applying our dataset to other AD models 

We applied our dataset to other AD models. AD models that had performed well on research 
datasets, such as MVTec AD, performed poorly on our dataset. This indicates that the proposed 
AD model operates well, reflecting the unique characteristics of our dataset. Table 5 shows 
the results. 
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Table 5. AUROC comparison of anomaly detection models using MVTec AD data and our data 
 Dataset 

Model MVTec AD Our data 
FastFlow [25] 0.994 0.785 

CS-Flow  0.987 0.843 
CFlow [26] 0.969 0.489 

Differnet [27] 0.949 0.919 
PaDim [28] 0.979 0.861 

Cutpaste [29] 0.961 0.809 
Patchcore [30] 0.991 0.909 

Proposed AD model (Ours) 0.924 0.958 

6. Conclusion 
A motor gearbox defect detection system employing a hierarchical flow-based AD model was 
proposed. The proposed model has a network structure, in which the feature extractor extracts 
features of different sizes hierarchically from the layering stage, uses them as inputs to the 
decoder, and learns the data distribution through cross-scale flow. In this study, the operation 
sound of a small-actuator motor of a car’s side-view mirror was used as an experimental 
dataset. We analyzed the training data and proposed an AD model based on the data properties. 
This study can be used in the design of a model based on data generated in an actual 
manufacturing process.  

Since the performance of the SOTA model has been verified using research data, it was 
difficult to achieve high performance by applying it to actual data. However, we studied AD 
using data from the car’s side-view motors as experimental data. Therefore, our results can be 
useful in designing fault-detection models for production lines of small motors. 

In a future study, we will investigate the tradeoff relationship between input data resize and 
hierarchical features in the proposed AD model. If a tradeoff relationship between the two is 
identified, it is expected that a high-accuracy model can be built. 
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